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New Central: Learns from the Industry's Largest Data Lake
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New Central: The Best From the Past and the Future
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Network operations Center dashboard
Powerful command center view to direct operator attention

HPEOFUDO Central Intelligent Edge Platform

networking

Network Overview

Network and connectivity information about the network.

Sites
Sites by health.

Acme Store

19 devices are offline
HPE Office

356 clients have poor experience
Google Inc

DHCP server is down

LA Cafe

3 devices are offline

Motel Vermont

5 clients have poor experience
‘San Jose Museum

High non-wifi inerference defected
San Jose Warehouse

22 clients have fait experience
Vermont Cafe

5 clients have poor experience
Los Angeles Office
Everything is good

New Jersey Office
Everything is good

New York Office

19 devices are offline

San Jose Office

1 devices are offline

35 more sites

Device Inventory
Device distribution.

B Access points

1233 B Suitches

Devices W Gateways
Require Site Assignment Added in the Last 7 Days
12 28

WAN

Status of the sites for main carriers.

Carriers Sites per Status.

V/ Verizon ® 145 3 5
& AT&T West *2 1 125
& AT&T East *1 0 1

Licenses
Status of the licenses for the managed devices.

Foundation Advanced
1200 300
W Assigned Available

User Activities
User logins and configuration changes over the last 7
days.

Activities
79 configuration changes made by 12 users.

Logins Configuration Changes
20 40
15 30
10 20

5 10

Jul9 Jul10 Jul1l Jul12 Jull3 Jullé Jul1S
@ User logins @ configuration changes

| New central

Applications

Status of the sites for the monitored applications.

Applications Sites per Status

G Google @ 145 3 5

3 Adobe *2 1 125

22 propbox .1 190
Slack 23 102

@ Amazon 8 64

Reports

Upcoming and latest generated reports.

Generstedinthe Last 7Days  Scheduled in the Next 7 Days

10 6

Recent

Security, 3 hours ago

WAN Utilization, 12 hours ago
Wireless Coverage, 12 hours ago
Scheduled

Inventory at 1:00 AM

Guest at 9:00 PM

Configuration & Audit at 23:59 PM

Unified view of the network for quick
assessment of site health,
application experience, device
inventory, and more

Optimizing the to-do list of a
network operator

Blended indicators highlight issues
requiring immediate attention

<




Entity-centric Solar System view
Reduce navigation clicks and minimize manual correlation

 Promotes quicker discovery without navigating
across several screens and tables

 Proactive summarization with blended
indicators

« Seamless switching between site, network
devices, clients, applications, etc.

» Access to unified network device and client lists




Easy to See Endpoint Client Status

Q
R

00

Acme Store 019334
ﬁ% Rmd Street,

Levittown, NY 11756,
Unites States

il

Aruba Central

Q New Central

&) |
- |

o o @

Acme Store 019334 Poor e i i | @
GFe:;. v N T e s st N T T TR T T T 1 gg @ t? ‘ {3 |
Network and connectivity information about this site offine Q
9 10 11 12 13 2% 15 '
July Mow
Clients = |2
Network Tvpe ) \ .Srafus .
Any (14) = Access Points (10)  Gateways (2)  Switches (2) Any (14)  Online (11) | Offline (3)
Fair ST :
13 devices | Q | | ? L E hd
Clients 14 itermns
5e
ie
10\ Name Tag User Role Category Function Vendor Model/0S
Jack Android Gizmos BYOD Mobile & Gadgets SmartDevice Android Android
Connected - VLAN mismatch Smart Stuff
Applications
14 Tom-Desktop . Gizmos Employee Computers & Servers  Computer Windows Windows 8/1( e«
f:\ Connected - Speed/duplex is
26 )
Tim-MacBook Corporate Assets Employee Computers & Servers  Computer Apple Mac MacOS
Description
# Security Ra:he!-samsungll Smart Stuff BYCD Mobile & Gadgets SmartDevice Samsung Samsung T-Mobile
Description
fow High [ ] Boh__bl_aCkbe"v BYID Mobile & Gadgets SmartDevice BlackBerry BlackBerry
Risk Description
Alerts JoePC
15T ® oe e EvillT Employee Computers & Servers ~ Computer Linux Fedora
2oy Description
25




Q Aruba Central

D

seth@fiermonti.net

[
= Information about the client.

Site
Home

Network

@ Good
AP-655-Office

Applications

seth@fiermonti.net 26
Connected -
Suboptimal signal
strength
E Security
Alerts
o

Poor ¢ ap
Fair

Good® JILIITIIT0:e <11y
Offline

One-Stop Experience Views

12:00 PM 3:00 PM 6:00 PM 9:00 PM L4 3:00 AM 6:00 AM
Yesterday Today
Experience Properties
Connected, Suboptimal signal strength Host Name
SethMBP&E
Connected Since
August 29, 2024 8:22 AM MAC Address
5c:e9:le:94:bd:ed
IP Address
172.16.100.78
fe80:0:0:0:18fa:e28:aa44:10d4
Connectivity
L L]
Suboptimal signal strength @y * )
D T o Port ethd Port 1/1/3 H
seth@fiermontinet fiermonti-wifi AP-655-Office Office-6200
Events
Occurred Category Event

Today at 4:53 AM

Yesterday at 4:53 PM
Yesterday at 4:29 PM
Yesterday at 3:04 PM

Connectivity
Connectivity
Connectivity

Connectivity

Client DHCP Acknowledge
Client DHCP Acknowledge
Client Key Synced

Client 802.1x Radius Timeout

9:00 AM

MNow

User Name
seth@fiermonti.net

Type
Wireless

Access Role

executive

)

Internet

Connectivity Performance

Throughput
2, 4072 Kbps
*, 3839 Kbps

Signal Quality
® 27dB

Classification

Category
Computers & Servers
Vendor

Apple

Tags

a

New Central

oo
oo

Retry Frames

2 146%

&, 315%
Transmit/Receive Rate
X, 1.88 Gbps
&, 1.88 Gbps

Function

Computer

Medel/0S
Mac 0S5




One-Stop Experience Views — deeper details

Connectivity
For LiftMaster

Connection Path

T f:\/q
D

High retransmission rate - T
I_’ @ 24GHz Port thd Port 1/1/3

LiftMaster home-devices AP-655-Office Office-6200
cc:6a:10:b9:c0:03 34:83:12:¢7:8d:48 ec:s7:94:d1:48:00
192.168.1.120 192.168.1.20

Statistics Connection Steps

Over the last 7 days For latest connection attempted at August 26, 2024 2:28 PM.

Total Time Connected Step Details Completed In
6d 23h 57m 525 ® Association Associated to home-devices on AP-655-Office -

Number of Times Connected

2 @ Authentication Assigned to VLAN 172

Average Connection Duration @ DHCP Assigned IP by DHCP server
3d 11h 58m 5és

® DNS DNS resolution is successful




Enhanced Floorplan Manager

 Auto Placement of APs

« Multiple Layers — RF,
Channel Occupancy,
Overlap

* Migrate from Classic
Central

* Import from Airwave,
Ekahau, Hamina

HPE n;vworlm; Central

Tideline Public House

[ =]
=] ##context_description_floorplan

< Floor 2

Building
Tideline Public House

Ceiling Height
3 Meters

Devices
Device Type Health

Access Points &4

Alerts

Clients

Actions v

2ER

New Central 28

Layers

Heatma p Information

Channel Occupancy

Band

v

v

2.4 GHz
5 GHz

6 GHz

Signal Cutoff

-60 dBm

hannel Width

40 MHz

Channel Overlap

cccccc Points

v

v

Deployed Access Points

Planned Access Points

Visible Channels

N N B

128-

132+

153-

161-

10



Asset Tag Inventory and Location

Aruba and 3" Party asset tags

Create custom names and
labels

View location on floorplans

Last known location and
battery levels

=
(==}

Asset Tag Inventory
Manage wireless tags used for physical asset tracking.

Q

1 of & items selected

x

Office Closet Name

Office Closet
Office Desk

cc78abicbcall

y [j cc:78:abicb:cb:0b

MAC Address
cc:78:ab:9d:4c:96

Custom ID

Type Battery Level
ArubaAssetTag [k 87%

First Seen Last Seen
03/19/2025, 2:28 PM Today at 8:35 AM

Labels

Office Tags

Location

MAC Address

cc:78:ab:9d:4c:96

cc:78:abicbic9:5e

cc:78:abicéica:ll

cc:78:abicéich:0b

Classes

ArubaAssetTag

ArubaAssetTag

ArubaAssetTag

ArubaAssetTag

Labels

Office Tags

Office

Tags

Battery Level

[ 87%

[ 97%

65%

79%

0 v

Last Known Locati
Home / Home: 1 - |
Home / Home: 1 -1
Home / Home: 1 - |

Home / Home: 1 - |

11



Troubleshooting Tools

Troubleshoot

For Acme Store.

Framework
— Tests
— Sequence

— Remote console

— Commands
— History

Visual and CLI options for test results

Multiple Entry points into the workflow

anta

AP-Oakmead-01
Online - Under pewer

management.

i
*

Launch Troubleshooter

AP-Oakmead-01

Online - Under Power Management

1o -

Tests Sequence Remote Console
Q,
59 items
D Initial Context
45 AP-Aruba 123
Lt San Francisco
43 SW-6300 Frontdesk

History

Y

Start Time
2023-12-17, 14:30:09
2023-12-17, 10:45:15

2023-12-16, 16:02:20

2023-12-17,11:20:06

2023-12-16, 16:05:33

Username
tim@hpe.com
tim@hpe.com

john@hpe.com

Type
Tests
Tests, Sequence

Sequence

- @ x
b
Test Results
7 * 2
18 3
4 ® 4

—1

Tests

Results

Traceroute

Successfully completed 08/26/2024, 15:3%:14

Source

AP-655-Office

Hast

Latency (Probe 1}

[ R
]

Ping

Successfully complered 08/26/2024, 15:38:40

192.168.1.254
23.244.193.253
23.244.193.253
209.196.168.178
209.196.169.93
1111

0.529 ms
2.450 ms
1.092 ms
6.157 ms
%.259 ms
3.412 ms

Source

AP-655-0ffice

Packet Loss
0%

ms
o6

05

S

o0&
15:38:35

15:38:36

Destination

10.2.21

Average Round Trip
0.4 ms

Destination

1111

15:38:37

15:38:38

Latency (Prabe 2)
0.266 ms
1787 ms
1963 ms
3.952 ms
4555 ms
3.5920ms

Latency (Probe 3
0210 ms
1.978 ms
1.996 ms
3.B97 ms
4286 ms
4529 ms

\

153839 I 1 2



Third Party Observability with OpsRamp

Currently supported third-party
switches:

Arista
Cisco
Extreme
Juniper

Customer Environment

Q
Q

Aruba Central Q| NewCentral Q@ A
Poor® | 1 1 1 1 111 (I ] LI T I B B |
Fair
Good @ | [ ] [
ACME Store 019334 oo <] RN NS
Metwork and connectivity information about this site. BO0AM S5 B so0aM o w00a =
Teday Herw
[ Devices
air Status Tyes
Any (18) Online (17) Offline (1)  Any(18)  Access Points (5) Gateways(2)  Switches (11)
13 Devices
Q v =R
Name Type MAC Address 1P Address Model Serial Number Uptime
. 10473.1.1% Switch 045c:6cel03:81 10173115 Juniper EX3300-24T Eth t Si h GD0219170018 13w 6d
Online - Good Performance Standalone B i et e "
Applications €9300-51-01 Swirch
. Online - Good Performance Standalone cc:5a53:d9:bd:00 10232088 Catalyst 9300-48T Stack FCW2129LONU 13w bd
26
Cisco-3850.Aruba-tme.com Switch
. 68bcOcSbd1:67 10127325 Catalyst 3850-24P FOC1704VOH2 13w bd
Online - Good Performance Srandalone ‘ ma .
. CMW-S510HI Swirch, Sc:Ba38fid2:23 105932 FlexNetwork 5510-24G-PoE+-45FP+ HI SCBA3BF4D223 13w bd
Security Online - Good Performance Standalone
b4
CMW-5710 Switch
p . 9b 9 .
f \ \ ol Gone Performance B e ecobBb07<90% 105931 HPE 5710 48XGT 605+/20528 13w 6d
" EX4300-1 Switch
. e fébtaBed 761 10173110 EX4300 TW3720310059 13w bd
Online - Gaod Performance Standalone
EX4300-2 Switch
o e baBed91:01 10173111 EX4300 TW3720310265 13w 6d
Hardware
For EX3400-Office.

Per metric, over the last 7 days

. \
Collectqr .
— ———~f¢ >
Network Infra v TLS
| ] (VM)
. \
al
Storage <
L J
. \
al
Servers <
L J
J/
Events
Q Y
Occurred Event Category Source Type Source Description
02/03/2025, 9:15:45 PM snmgp response timeout Hardware ED Switch EX3400-Office SNMP request timeout on EX3400-Office
02/03/2025, 4:35:00 PM system temperature Hardware ED Switch EX3400-Office ‘Warning - Temperature of 'FPC: EX3400-24P @ 0/*/* is 38 C (>= 38)
02/03/2025, 4:35:00 PM system temperature Hardware E3 Switch EX3400-Office Warning - Temperature of 'Rauting Engine 0'is 38 C (>= 38)
02/03/2025, 12:05:00 PM system temperature Hardware &3 Switch EX3400-Office ‘Warning - Temperature of 'FPC: EX3400-24P @ 0/*/" is 38 C (>= 38)
02/03/2025, 12:05:00 PM system temperature Hardware &2 Switch EX3400-Office ‘Warning - Temperature of ‘Routing Engine 0'is 38 C(>= 38)

—1

CPU Utilization

Memory Utilization

Temperature

20

10

%0

B CPU Utilization

/\A’MW’\AN\:

AN, sl

01/31/2025

B Memory Utilization

B Temperature

01/29/2025 01/30/2025 02/01/2025 02/02/2025 02/03/2025 Today

| 13




Bringing together Central and UXI

Enhanced application observability for end-to-end experience monitoring

Digital experience monitoring

Real user monitoring

L (RUM)

HPEC— :
GreenlLake 5

llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll

Deep packet inspection (DPI) on
APs and gateways to monitor app
experience

Integration with Brightcloud for web
content and reputation

~3700 applications, including
custom and web apps

" Gartner Market Guide for Digital Experience Monitoring, Nov 2023

Synthetic transaction
monitoring (STM)

User Experience Insight (UXI)

Application performance

Proactive monitoring with
sensors

Supports multi-vendor
environments

7000+ customers operating at
scale

14



Industry-first network Time Travel
Helping IT teams answer What changed? When? Why?

Poor @ @
Fair
Good | ©

» Holistic point in time network snapshot to troubleshoot difficult issues

» Deep correlation that goes beyond manual analysis of event logs and packet captures
* Move back in time for up to seven days, with granularity of one minute

* On selecting a timestamp, all dashboard views reflect what the network looked like at that ppint

15



Gen Al powered search

Enhanced with enterprise-grade LLMs for improved operator experience

QO How do | create a Port Profile on AQS-CX using Aruba Central?

Summary:

Configuring Port Profiles on ADS-CX using Aruba Central

Creating a Po

the Aruba Central app, and set the filter t

te to Devices > Switches under the Manage tior

& to Interfaces > Port Profiles. Here y

e Config icont

rt Profile

rovide a Name and [}Pit’ﬂp[lhﬂ TOr

Click Save t

Important Co

tral's Port Profiles :

I
Q Aruba Central

Search Results

zzzzzz

GW-Catania-02-MB
.
ONLINE

AP-Catania-01-LR
L
ONLINE - Last seen -

Trained and tuned on multiple proprietary
LLMs, purpose-built for networking

Pre-conditioned with 3 million network
questions for improved performance and
accuracy

Sub-second summarization of latest 30k
pages of VRDs and tech pub documents

Uncompromised security with no
external API interfaces, and no PII/CII
shared beyond customer instance




Agentic Al Enhances Search

Show me how to map a VLAN between AP and the Gateway

Show me how to @map a VLAN between AP and the Gateway

Summarize new features in AOS-10 release

Thought for 11 seconds

Mapping VLANs Between Aruba APs and Gateways

When canfiguring Aruba networks, properly mapping VLANs between Access Points (APs) and Gateways is essential for ensuring proper traffic flow and network segmentation.
Here's how 1o establish this mapping:

AP VLAN Configuration

1. Create AP Groups

First, create an AP group fa support wireless service in your branches
AP groups allow you to apply consistent VLAN canfigurations across multiple APs  o®

2. Configure VLAN Trunk Settings
Summarize new features in firmware AOS-10 release 10.7. 2.0
= For APs that will funnel traffic o gateways, configure the port-access role to allow specific VLANS:

port-access role ARUBA-AP auth-mode device-mode
vlan trunk native 108

v
Tho“ght for 11 seconds vlan trunk allowed 100,101,104-107
This example shows a configuration where VLAN 100 is the native VLAN, and VLANs 100, 101, and 104-107 are allowed on the trunk o
New Features in A0S-10.7.2.0 Gateway VLAN Configuration
A0S-10.7.2.0 introduces several new features and enhancements to improve network performance and management capabilities. Here's a summary of what's new in this release 1. Create VLANSs on the Gateway
New Features - Navigate o the Gateway configuration interface
Select the LAN tab and then VLANs
. Split Image Firmware Upgrade Create the necessary VLANs that will be mapped 10 the AP traffic o
o Introduced for select AP models
o Consists of a base image and an extension image Enter a prompt here
o For more information, refer to Managing Firmware Upgrades documentation & qﬂ

LN

Enhancements

» DHCP Reservation Limit

o Increased from &4 to 256 for devices running AOS-10.7.2.0 or higher

o Note: Devices running lower ADS-10 versions might experience issues with the increased reservation value &
+ Enhanced show tech-support CLI Command

& Now includes AP information and associated configuration details
o Added multiple debug commands for better troubleshooting including:
= Zigbee radio and client tables
= loT USB device information
—_— . . B

17



Agentic Al: Create a custom workflow

How should | upgrade from AOS8 to AOS10

Migrating from AOS 8 fo AOS 10 requires careful planning and execution due to significant architectural changes. This guide outlines the key considerations and steps for a successful migration.

Prerequisites
Before beginning the migration process, ensure the following prerequisites are met:
« Controller Requirements:

o Associated gateway must be running A0S 810.0.12, 812.0.1, o later release &
o If using AOS B.10 prior to 8.10.0.5, avoid using SCP for image transfer as it will result in incorrect permissions  &®

@ If using ADS 8.10 prior to 8:10.0.11 with CPSec enabled, be aware that pre-validation operations may fail &®
« Knowledge Requirements:

o Familiarity with AOS 10 architecture is essential for successful migration ¢®
o Review recommended resources including:

= HPE Aruba Networking Central Help

= Architectural Overview of AOS 10

= Validated Solution Guides for Campus WLAN architecture and deployment o°
Planning Considerations

Architectural Changes

+ Management Platform Change: AOS 10 requires HPE Aruba Networking Central for operation and management of APs and Gateways  ¢°
+ Configuration Recreation: The entire AOS 8 configuration must be recreated in Central before upgrading devices to AOS 10 &

Testing Recommendation

« Test the migration process in a lab or confrolled environment before implementing in production &
« Ensure all steps are understood and work properly in a fest environment

Migration Process

Step 1: Plan Your Configuration

« Create a detailed plan for AQS 10 configuration in Central before upgrading any devices &

« Review each layer of your network against migration guidelines &

Step 2: Upgrade Test AP First

1. Select a test AP for initial migration

2. Upgrade using the appropriate ap convert cemmand

3. Verify successful conversion by checking LLDP neighbor information from the switch:
o AOS B APs appear as "CAP"
o AQS 10 APs display as "IAP" &

4. Perform standard client testing procedures fo ensure functionality
Step 3: Upgrade Remaining APs

After successful testing, praceed with upgrading the remaining APs using the same process with ofher ap convert command options (eg. all-aps, ap-group) &

Post-Migration Considerations
Authentication Updates

+ Update NAD/RADIUS client IP lists on all RADIUS servers o ensure uninterrupted B02.1X WLAN client authentications o°
« Prepare for changes if using Internal Authentication Server or EAP-Offload

Troubleshooting

What are the specific commands o upgrade APs using the ‘ap convert’ command?

AOSS8 to AOS10 AP Convert Command Syntax

The ap convert command is used to migrate controller-managed APs from AOS 8 to AOS 10. This command facilitates the conversion process and allows for management
through Aruba Central.

Basic Command Structure

ap convert
active {all-aps|specific-aps}
add {ap-group|ap-name}
cancel
clear-all
delete {ap-group|ap-name}
pre-validate {all-aps|specific-aps}

Command Parameters

Parameter Description
active {all-apslspecific-aps} Convert active Campus AP or Remote AP to Instant APs managed by Aruba Central
add {ap-grouplap-name} Add AP group or AP name to the list for AP conversion
cancel Cancel conversion (APs currently downloading will continue)
clear-all Remove all AP groups and AP names from the conversion list
delete {ap-grouplap-name} Delete AP group or AP name from the conversion list

pre-validate {all-apslspecific-aps} Pre-validate the Campus AP or Remote AP connection to Aruba Activate or Central
Command Examples
Adding APs to Conversion List

(host} [mynode] #ap convert add ap-group

Or for individual APs:

(host) [mynode] #ap convert add ap-name
Pre-validating APs

(host} [mynode] #ap convert pre-validate specific-aps
Checking Conversion Status

(host} [mynode]l #show ap convert-status
Converting APs Using Different Methods
Using HTTP server:

(host} [mynodel #ap convert active specific-aps server http common.cloud.hpe.com path ccssve/ces-system-firmware-registry/IAP <img>
Using SCP server

(host} [mynodel #ap convert active specific-aps server scp username <img>

Using local flash

(host} [mynode] #ap convert active specific-aps local-flash ImageFile.tar

18



Al-driven assurance and alerts
Accelerate troubleshooting across skill levels

Alerts

Severity

Status

Cleared (9)

Any (21)  Active (12)  Active and Acknowledged ¢0)

Any (21)  Critical (21)  Major (0)  Minor (0)  Info (0)

No response from the MAC Authentication Server
was detected during the Authentication Process

« MAC Authentication Server Timeout or No

a v =M
« Event-to-insight in <5 minutes with near real-
- time alerts, speeding up MTTR
MAC Authentication Server Timeout ) )
Critical - No response from the MAC Authentication Server was detected during the... Active 05/05/2024, £:30:00.. 05/06/2026, 11:050.. 224 Authenfic.. . . .
021X Auicrion Server Timous | |  Full-stack correlation with precise root-
$ o ..}t,,,,‘,,,, e A A Rt Active 05/01/2024, 7:15:00.. __05/06/2024, 11:050.. 1428 Authentic.. . .
. — N cause, recommendation and impact
ummary oot Causes ecommendation

= Check Health Status of the Authenfication Server

Response

First Occurred
May 5, 2024 4:30 PM
Last Occurred
May 6, 2024 11:05 AM
Occurrences
224
Events e
Oceurred Category Source Event
Today at 11:04 AM Client 00:24:9b:7d:cb:6b Client Mac Authentication Failure
Today at 11:04 AM Client 00:24:9b:7d:cb:6b Client Connected
Today at 11:04 AM Client 00:24:9b:7d:cb:6b Client Disconnected
Today at 11:04 AM Client 00:24:9b:7d:ff:d5 Client Mac Authentication Failure
Today at 11:04 AM Client 00:24:9b:7d:ff:d5 Client Connected

49 more

Reduced alert fatigue with consolidated list
of triggered events

Assurance indicators for device health and
client experience for quick diagnosis




New Central Alerts Overview

Alerts ~

Severity Status

[ critical 195) () ) ( Major 1) () )( Minor ) () ) (Info 0 () ) [ Active 19) &) ) ( Deferred (0 () ) ( Cleared (182) () |

Q, search ‘ |E‘ ‘ E N ‘

19 items
Name Priority Status First Occurred Last Occurred ‘Occurrences Category
'WPA Passphrase is Incorrect R t
v Medi Acti 09/28/2024, 1:45:00 AM 10/21/2024, 5:35:00 PM 6711 Authenticati
Minor - The WPA passphrase provided by the client does not match the configured value. edium crive 128/ 721/ urhentication 0 0 c a use

y *
 DHCP Discaver Timeout Medium Active 10/19/2024, 5:05:00 AM 10/21/2024, 5:30:00 PM 688 DHCP re c omm e nd e d a c tl on

Minor - The DHCP server did not respond to the client's discovery request.

, Loop Detected ) Summary Impact Action o
Critical - A loop was detected between switches.
¥ Client did not receive a response to its DHCP Discovery broadcast packet. Clients Access Points Root Cause
. Switch Interface Tx Rate First Occurred T 2%(1/68) 13%(1/8) Response to DHCP Discover message is not received from the server
Critical - Switch BO-MIAI-EGSWO03's transmit rate for interface 1/1/16 was above 90% for 30 minutes October 19, 2024 5:05 AM Switches Gateways * Affected VLAN(s): 101
No impact @ No impact ¢ Affected SSID(s): AnyCorplnc-MIA-1x
Last Occurred * Affected Server(s): 10.129.192.1
October 21, 2024 5:30 PM
Action
::;"M"s Currently additional troubleshooting information is unavailable. SSID is configured
as an overlay network with tunnels from the Access Point to the Gateway
Priority
190+ alert types | ~"

and _more coming! — et Alet

Troubleshooting Configure parameters for this alert,
Steps Result o Identification Thresholds
ol
1 VLAN Configuration Check Configure paramerers 10 dentify This alert. Define how primary KPI maps 10 alert severity levels.
Scope Type — )
2 Traceroute L] Global * Critical
AP CPU Utilization-Custom | Enable Threshold
3 Other IP Allocations Successful in Same VLAN . [] Enable his alert |
4  Ping Check L] Summary Major
Triggering AP {hostName} average CPU urilization was B Enable Threshold |
Define what Triggers the aler. above {threshold}X for {duration} minutes Thrashold *
e [ KPI Category * ) %0 %
Access Point hd | %
Labels © Min: 1% Max 100%
°
troubleshootin ] o Y] A
5- m‘nu es AP CPU Utilization ~ | | ] Enable Threshold

ste ps to generate buraion

Observation Period *

5 Minutes

/ © i 5 s Max: 120 mioutes

— Custom alerts
on any KPI | 20




New Central Alerts - enables faster troubleshooting

Site
Miami (MIA) -
Branch
. Network
Good
BO-MIA-APOL
Applications
1]
ch:e9:84:00:00:0b
Failed - Unknown
Allerts

Automated

Troubleshooting

Steps*

Summary

802.1X authentication server 10.127.195.1 on WLAN MIA-
1X did not respond within 5 seconds.

First Oceurred
May 2, 2025 3:40 AM

Last Occurred
May 2, 2025 4:20 AM

Occurrences Duration

9 45m

Priority
A Very High

Troubleshooting ©
Tests

Ping Server Check 10.127.195.1

Impact Actions "
Clients Access Points Root Cause
5% (11/220) (@) 50% 3/6)
Switches Gateways ACﬂOhS
E3 No impact @ No impact
Root Cause Actions

Overall Impact

]

Granular
Root Cause
&

LLM generated
Action

Potential connectivity issues from APs to the gateway
affect the entire deployment

« Affected server: 10.127.195.1

« Affected SSID: MIA-1X

Root Cause

Potential connectivity issues from the gateway to the
802.1X server affect the entire deployment

« Affected server: 10.127.195.1

« Affected SSID: MIA-1X

1. Verify VLAN configs on APs and upstream switches

2. Check firewall rules between APs and gateway

3. Ensure routing between APs and gateway has no
issues

4. Investigate potential link or route flap issues

between APs and gateway

Actions

1. Verify VLAN configs on gateway and upstream
switches

2. Check firewall rules between gateway and 802.1X
server

3. Ensure routing between gateway and 802.1X server
has no issues

4. Investigate potential link or route flap issues

affecting connectivity

o

802.1X authentication server 10.127.195....

o,
yul
/‘]:I"IS = \£|
Severity Status
. Critical (33) ] ‘ e ) @ . Deferred (0)
2
1item
Name Status First Occurred Last Occurred Occurrences Duration Category Device
I:I 8021X Server Timed Out Active 05/02/2025, 3:40:00 AM 05/02/2025, 4:15:00 AM 8 40m Client Access Point




New Central Alerts — Loop Detection

Summary

# Switch BO-MIAI-EGSWOZ has an L2 loop with itself.

Impact

Clients

Action

Access Points Root Cause

et Deeered st Oeruered = Mo impact @ Mo impact Loop(s) was detected and it consists of the following connections:

January 21,2025 4:25 PM January 30,2025 11:35 AM Switches Gateways [ BO-MIAIEGSWOZ 1/2/12 <> BO-MIA-EGEWOZ 1/1/11 ]

S B3 34% (1/3) @3 No impact P

1579 Check topology and STP configuration

Priority

Z Very High

Health Properties Connectivity Performance I IFSlRELEE i .................................. ............................. .,5

. Online with High port ufilization with frame drops, high port utilization, high broadcast traffic. Hoded I . High broadcast traffic, high port utilization, high port utilization with frame drops . H |g h Broadcast tl"afflc, H

ot et e _ Ariba ¥ - High port utilization with frame '

14w 5d 13h Bm Reboot requested by user, Version: ) AL Aukdrass Sartel bisrabar £.38 T8 (7.59 MB of Uplink usage) H

FL.10.10.1140 18 Oct 24 18:29:03 : Switch bo... edcde:sleed0:40 SGITKNE013 . d rops
) ) ) Uplink Utilizatian
;;:“hr:;iz:ir ;clf:br:rgz&:o;ha 190:02 AM :;:;fo_ss i gig:g ::s:; I S S u e i d e n t i f i ed
Deployment Mode Saftware Version Cannected Chents . . .
0 immediately and directed

comectiiy e . IT team towards the root

- ot cause for quick
. Vo resolution.
O clients @ Power Supplies PoE Capacity O
- e * wats No Operation Impact &

PoE Dutput .
Business Impact and

Events SLA maintained

Oecurred Category Saurce Event

Today at 8:3% AM Connectivity BO-MIAI-EGSWO2 Aruba Central Connection Failure

| 22



Al-powered recommendations

Free up valuable IT cycles and reduce risk with proactive optimization insights

« Custom, actionable
recommendations at a global/per-site

Network

Good basis

19 devices

AlPowered Network Optimization @ « Al/ML models trained and re-trained
’ weekly on data from anonymized
T peer groups with similar environments

WPA Capable Clients by WLAN

Enable WIi-Fi é to Improve WLAN .

Performance 100 u Potentially non-interoperable diients 0%

= Non WPA3 Capable Clients 9% [ Exa m Ies
Improve average transmission rate by up fo 75 WPA3 Capable Clients 91%
13% on your WLANSs by enabling WiFi &

° « Firmware Recommendations

- « Enable Wi-Fi 6 to Improve Wi-Fi
Enable WPAS for Better Security 0 A e et EXpe rience

sty Wl oo for up o 90% ot ® Potentially non-inferoperable clients W Non WPA3 Capable Clients 1 WPA3 Capable Clients  Enable WPA3 for Better Securi ty

Clients by enabling WPA3

* loT Policy Optimization

Actions

Change the current Wi-Fi authentication to WPA3 L Cove rage Hole Detectlon
Power-Save Recommendation A Current Authentication ew Authentication i D F S
Avallable for Access Polnts AnyCorpinc-MIA-PSK wpa2-psk-aes P33 sae-aes

AnyCorplnc-LHR-PSK wpa2-psk-aes wpa3-sac-acs ° Ro am | n g

pctions « Abnormal Data Upload/Download

» Client Connection Times — wired and
wireless

« Save Power Using Green AP

— mprove W Performance using BS'IZ 23

 Probe Threshold Recommendation
e Annliration Parfoarmanca

You have Power-Save recommendations
available for 2 site(s) that can provide up to...

Yesterday at 5:30 AM

1




Al Insights at a Glance

Access Point Firmware
Recommendation

New firmware recommendation available
for 57 access poini(s) in the sife. These...

Today at 530 AM

Switch Firmware Recommendation

New firmware recommendation avallable for
35 switch(es) In the site. These upgrades...

Today at 530 AM

Firmware

- Access Points.

Review the list In Classic Central for device specific Al-driven

Firmware Recommendation Summary - Access Points
Firmware recommendations based on Model and Current Firmware.

Note: CVE-2024-3596, CVE-2024-6387 currently do not have fixed firmware versions avallable.

security advisory Issued by Aruba Threat Labs.

Model Current Firmware
AP-207 8.6.0.4 74969
AP-303P 8.5.0.7 76472
AP-305 8713 79817
AP-315 85.0.5 73491
AP-315 8.6.0.17_83573

Recommended Firmware
8.10.0.13_90226
8.10.0.13_90226
8.10.0.13_90226
8.10.0.13_50226
8.10.0.13_90226

and apply the rec

BB BB R

there.

gate this Y.

Recommendation Rezson

Minimizing firmware security vulnerabilities

Inthe

_— LLM-powered search

Show 41 More v

Al-Powered Network Optimization @

in depth analysis for CNX-Alops-Demo.

‘Wired Client Connectivity

Popularity of Recommended Firmware Experience
Gateway Firmware Charts provide detalls on adoption of the recommended firmware. Time o onboard delayed for 62%
Recommendation connections. Clients faok upto 7.0 secand...
New firmware recommendation avallable for Device Count by Firmware Version Customer ( S
4 gareway(s) In the sife. These upgrades... 250¢ -
Today at 5:30 AM 200k
oo = Access Point Firmware
Recommendation
. 100c New firmware recommendation avallable for
Power Save Recommendation for w 2 access polnt(s) In the sife. These upgrad...
Access Points s
Today 31530 AM
recommendations avallable for o °
hat can provide up fo 12% energy... 81202 810013 10414 10603 8]
Yesterd: 530 AM "
e W 81202 W 810013 W 104.14 Gateway Firmware

23+ use cases

solved

Peer baselining

New firmware recommendation avallable for
1 gateway(s) In the site. These upgrades...

Today a1 5:30 AM

Power Save Recommendation for
Access Points

Power Save recommendations avallable for
this site that can provide up 10 10% energy...

7Days

'

24 Hours.

Client Onboarding Time

Mumber of Connectians

Laten)

“Time taken by majorify clientts)

“

0

Low Latency: O commections

. . High Latency. 2 connections: .

Al-Powered Network Optimization

In depth analysis for Shield-Box-Roam.

|

Brooke-RACK-EAP-11R-ENABLE

Total Roams.
High Latency.

80211
FT Roam

|

W 80211
FT Raam

Roaming Recommender 7 Days. 24 Hours.
22 client(s).
=n
Roaming
Vesterday =t 1:14.PM Experience
500
Access Point Firmware Failed Roam(s)
Recommendation
New firmware recommendstion availble for .
2 access poiniis) In the sife. These upgrade... Impacted
BSSID(s)
Today at 5:30 AM o
1
Impacted
Wireless Client Connectivity Client(s) N
Experience o102 oa0172025
Time 1o onboard delayed for all WLANs.
Malority clients ook up 1o 7.0 seconds fo...
Today at 5:30 AM Acti

Improve roaming connectivity experence of 12 client(s) for WLAN: Brooke-RACK-EAP-11R-ENABLE

Impacted Access Points
Access Polnts Impacted by falled roams.

o2/m 025

0270372025

oz/042075

0270502025 ke

Closed -Ioop
config pointe

| View

©2/06/2025

PMK Key ExXpiry..

View Table

rs
)
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New Central HOL

https://console.greenlake.hpe.com
Use SSO for login; onecon2025@arubademo.net/OneCon2025@
Lab guide link: https://www.dropbox.com/scl/fi/bg4lzx86hixep4a28yepg/New-Central-Troubleshooting-via-DXP-

LabGuide-v1.4-CUSTOMER .pdf?rlkey=08iel5uecierezhdu416wwiQ7&st=6a2i7ghs&dl=0

Lab guide QR code

HPE
Connecting to ﬁ.#;.‘...,
L:utdto atform

L] L]

Sign In with
° °

Single Sign-On

Sign in and access HPE'’s cloud services. T »

_. Append @arubademo.net | ‘ \ |

»I | [username]@arubademo.net " e ‘ '
o = N

OR .
Signing in Is your acknowledgement of the 8 5 >
T . HPE Terms of Use. L
M Sign in with SSO

Need help signing.in?

New to HPE? Create account

25


https://console.greenlake.hpe.com/
https://console.greenlake.hpe.com/
https://www.dropbox.com/scl/fi/bq4lzx86hixep4a28yepg/New-Central-Troubleshooting-via-DXP-LabGuide-v1.4-CUSTOMER_.pdf?rlkey=o8iel5uecierezhdu416wwi07&st=6a2i7ghs&dl=0
https://www.dropbox.com/scl/fi/bq4lzx86hixep4a28yepg/New-Central-Troubleshooting-via-DXP-LabGuide-v1.4-CUSTOMER_.pdf?rlkey=o8iel5uecierezhdu416wwi07&st=6a2i7ghs&dl=0
https://www.dropbox.com/scl/fi/bq4lzx86hixep4a28yepg/New-Central-Troubleshooting-via-DXP-LabGuide-v1.4-CUSTOMER_.pdf?rlkey=o8iel5uecierezhdu416wwi07&st=6a2i7ghs&dl=0
https://www.dropbox.com/scl/fi/bq4lzx86hixep4a28yepg/New-Central-Troubleshooting-via-DXP-LabGuide-v1.4-CUSTOMER_.pdf?rlkey=o8iel5uecierezhdu416wwi07&st=6a2i7ghs&dl=0
https://www.dropbox.com/scl/fi/bq4lzx86hixep4a28yepg/New-Central-Troubleshooting-via-DXP-LabGuide-v1.4-CUSTOMER_.pdf?rlkey=o8iel5uecierezhdu416wwi07&st=6a2i7ghs&dl=0
https://www.dropbox.com/scl/fi/bq4lzx86hixep4a28yepg/New-Central-Troubleshooting-via-DXP-LabGuide-v1.4-CUSTOMER_.pdf?rlkey=o8iel5uecierezhdu416wwi07&st=6a2i7ghs&dl=0
https://www.dropbox.com/scl/fi/bq4lzx86hixep4a28yepg/New-Central-Troubleshooting-via-DXP-LabGuide-v1.4-CUSTOMER_.pdf?rlkey=o8iel5uecierezhdu416wwi07&st=6a2i7ghs&dl=0
https://www.dropbox.com/scl/fi/bq4lzx86hixep4a28yepg/New-Central-Troubleshooting-via-DXP-LabGuide-v1.4-CUSTOMER_.pdf?rlkey=o8iel5uecierezhdu416wwi07&st=6a2i7ghs&dl=0
https://www.dropbox.com/scl/fi/bq4lzx86hixep4a28yepg/New-Central-Troubleshooting-via-DXP-LabGuide-v1.4-CUSTOMER_.pdf?rlkey=o8iel5uecierezhdu416wwi07&st=6a2i7ghs&dl=0
https://www.dropbox.com/scl/fi/bq4lzx86hixep4a28yepg/New-Central-Troubleshooting-via-DXP-LabGuide-v1.4-CUSTOMER_.pdf?rlkey=o8iel5uecierezhdu416wwi07&st=6a2i7ghs&dl=0
https://www.dropbox.com/scl/fi/bq4lzx86hixep4a28yepg/New-Central-Troubleshooting-via-DXP-LabGuide-v1.4-CUSTOMER_.pdf?rlkey=o8iel5uecierezhdu416wwi07&st=6a2i7ghs&dl=0
https://www.dropbox.com/scl/fi/bq4lzx86hixep4a28yepg/New-Central-Troubleshooting-via-DXP-LabGuide-v1.4-CUSTOMER_.pdf?rlkey=o8iel5uecierezhdu416wwi07&st=6a2i7ghs&dl=0
https://www.dropbox.com/scl/fi/bq4lzx86hixep4a28yepg/New-Central-Troubleshooting-via-DXP-LabGuide-v1.4-CUSTOMER_.pdf?rlkey=o8iel5uecierezhdu416wwi07&st=6a2i7ghs&dl=0
https://www.dropbox.com/scl/fi/bq4lzx86hixep4a28yepg/New-Central-Troubleshooting-via-DXP-LabGuide-v1.4-CUSTOMER_.pdf?rlkey=o8iel5uecierezhdu416wwi07&st=6a2i7ghs&dl=0
https://www.dropbox.com/scl/fi/bq4lzx86hixep4a28yepg/New-Central-Troubleshooting-via-DXP-LabGuide-v1.4-CUSTOMER_.pdf?rlkey=o8iel5uecierezhdu416wwi07&st=6a2i7ghs&dl=0
https://www.dropbox.com/scl/fi/bq4lzx86hixep4a28yepg/New-Central-Troubleshooting-via-DXP-LabGuide-v1.4-CUSTOMER_.pdf?rlkey=o8iel5uecierezhdu416wwi07&st=6a2i7ghs&dl=0
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